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Abstract: 
Assessing land utilization and coverage, along with evaluating cultivated areas across different 

categories, is an essential endeavor. Traditional approaches for such assessments are typically 

labor-intensive, time-consuming, and expensive. Remote Sensing (RS) provides a more 

efficient and cost-effective alternative by delivering distinctive and valuable insights. This 

study utilized LISS-III (Linear Imaging Self-Scanning Sensor-III) imagery, which records data 

within specific wavelength ranges of the electromagnetic spectrum (EM), featuring resolutions 

beyond 100 nm and fewer than 10 spectral bands. To categorize each pixel in the RS images, 

semantic segmentation was employed, ensuring precise classification. This technique involves 

pixel-wise categorization, where every pixel is assigned to a designated class. The research 

identified four distinct classes: water bodies, barren land, residential zones, and vegetative 

regions. This study utilized DeepLabv3+ and Tiramisu for semantic segmentation, analyzing 

three distinct datasets of seasonal imagery, with image counts of 1470, 13500, and 940. Among 

the two, Tiramisu achieved an accuracy of 51%, 37% and 33% on dataset 1 ,2 and 3 

respectively , demonstrating its performance in classifying the identified classes effectively, 

whereas Deeplabv3+ achieved 31%,26% and 25% for dataset 1 ,2 and dataset – 3. 

1. Introduction 
Remote Sensing is the process of acquiring information about objects or regions from a 

distance, typically using sensors mounted on aircraft or satellites [15]. Satellite imagery refers 

to images of Earth's surface captured by satellites operated by various governmental and 

commercial organizations worldwide [11]. With growing concerns over the environmental 

impact of human activities, monitoring global land use and land cover (LULC) changes has 

become increasingly important [5]. LULC classification is essential for tracking natural 

resource distribution and changes across diverse geographical areas [10]. For decades, remote 

sensing has been a vital tool in generating LULC maps, organizing satellite imagery into 

distinct categories based on known land use and cover types [11]. Accurate LULC mapping is 

critical for effective urban planning, agricultural management, and resource conservation [13]. 

To improve classification accuracy, artificial intelligence (AI) techniques such as neural 

networks, K-means clustering, Random Forests, and Support Vector Machines (SVM) are 

widely applied [3]. These advanced methods utilize pattern recognition and computer vision to 

analyze remote sensing data with high precision [7]. LULC classification plays a crucial role 

in identifying dominant land use patterns, including agricultural activities, urban development, 

and natural features such as forests, water bodies, and mangroves [16]. Among various 

techniques, remote sensing imagery remains the most widely used for capturing LULC data 
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[8]. Image classification, a fundamental aspect of remote sensing, enables detailed analysis and 

pattern recognition, supporting accurate mapping and monitoring efforts [4]. It involves 

applying decision rules that categorize pixels into groups based on their spectral and 

informational characteristics [10]. Remote sensing, as both a science and an art, involves 

acquiring and interpreting data about objects or areas without direct physical contact using 

specialized sensors [15]. LULC classification through remote sensing imagery has been 

extensively applied in environmental monitoring, change detection surveys [5], urbanization 

impact assessments [16], and disaster mitigation efforts [17]. Since the introduction of Deep 

Learning by Hinton et al. in 2006 [8], deep neural networks have significantly advanced in 

image and video processing, making them powerful tools for remote sensing applications [7]. 

Deep learning algorithms have revolutionized image interpretation, leading to extensive 

research in remote sensing image classification [3]. Semantic segmentation, a technique used 

for pixel-level image classification, assigns each pixel to a specific category [10]. Deep 

learning has demonstrated exceptional accuracy in computer vision tasks and has immense 

potential in automating Earth Observation (EO) data analysis [3]. However, pixel-level 

segmentation of satellite images presents challenges, primarily due to the difficulty of 

collecting ground truth datasets required for training [13]. This study evaluates the 

effectiveness of two deep learning models, DeepLabv3+ and Tiramisu, for LULC 

classification. Tiramisu is a polyhedral compiler designed for both dense and sparse deep 

learning applications, offering a range of loop optimizations and data structuring techniques 

[7]. DeepLabv3+, on the other hand, is an advanced semantic segmentation model featuring 

encoder-decoder architecture for precise image analysis [4]. Both models were applied to three 

datasets of IRS LISS-III multispectral satellite imagery collected during different seasons in 

the South Gujarat region, India [8]. The research identified four primary LULC classes: Water 

Bodies, Vegetation, Uncultivated Land, and Residential Areas [10]. By leveraging deep 

learning for semantic segmentation, this study demonstrates the potential of advanced AI 

techniques in automating LULC classification, contributing valuable insights for 

environmental monitoring and sustainable land management [16]. 

2. Literature review  
Dynamic land use and land cover (LULC) changes, along with associated land expropriations, 

have significantly impacted peri-urban farmers in the rapidly expanding city of Addis Ababa, 

Ethiopia [2]. Projected LULC maps for 2022 indicate a high level of accuracy, with an overall 

Kappa value of 0.83 and a correctness percentage of 88.8% [12]. Remote sensing (RS) images 

were processed using specialized GIS software, ArcGIS 10.8, where false-color composites 
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were generated, and a supervised classification approach employing the maximum likelihood 

method was applied to produce an accurate LULC map [24].Deep learning models have been 

increasingly utilized for LULC classification. A study employing deep neural networks 

demonstrated that the U-Net model achieved an accuracy of 84%, while DeepLabv3+ and 

Tiramisu attained 29% and 33% accuracy, respectively [6]. Another proposed approach 

demonstrated high performance, achieving an accuracy of 89.3% and an F-score of 0.820, 

indicating strong consistency and reliability [1]. Additionally, research suggests that semantic 

segmentation techniques using deep learning, particularly DeepLabV3+, outperform U-Net in 

both speed and accuracy [9]. However, despite its high classification accuracy, DeepLabV3+ 

presents challenges such as a large number of model parameters and inefficient partitioning 

[14]. 

3. Materials and Methods 
3.1 Research methodology  
Figure 1 illustrates the research methodology for Land Use/Land Cover classification using an IRS 

LISS-III multispectral image. The methodology consists of several crucial steps: 

 

Figure 1. Research Methodology 

The methodology for land use and land cover analysis through remote sensing follows a 

systematic approach. It begins with data acquisition, where the necessary satellite imagery is 

collected for analysis. Next, image pre-processing is performed to refine and enhance the 

gathered images by applying essential corrections and transformations. Once the images are 

processed, dataset compilation involves structuring and annotating the data to create an 

organized dataset suitable for model training. In the model development and training phase, a 

classification model is built and trained to recognize patterns in various land cover categories 

and make accurate predictions. Following this, performance evaluation is conducted to assess 

the model’s effectiveness by measuring its accuracy in classifying different land cover types. 

Finally, generation of classified imagery results in a visually segmented image that distinctly 
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represents the different land use and land cover classifications. This structured methodology 

ensures a comprehensive and efficient approach to analyzing land use and land cover using 

remote sensing technology. 

 

3.2 Data acquisition 

This research was conducted in the South Gujarat Region, Gujarat State, India, utilizing 

multispectral remote sensing images from the IRS LISS-III sensor. The LISS-III sensor 

captures imagery with fewer than 10 bands and provides detailed spectral data with a 

wavelength resolution exceeding 100 nm. For data collection, 30m × 30m quadrats were 

systematically placed across the study area, aligning with the spatial resolution of the satellite 

sensor. The images were stored in separate .tiff files across four spectral bands: Band 2 (Blue), 

Band 3 (Green), Band 4 (Red), and Band 5 (Near Infrared), each with a spatial resolution of 30 

meters. The remote sensing data was obtained from the Indian Space Research Organization 

(ISRO) via the Bhuvan portal (https://bhuvan-app3.nrsc.gov.in).In addition to satellite 

imagery, field studies were conducted to document various environmental landscapes and their 

corresponding land use and land cover (LULC) categories. Ground Control Points (GCPs), 

with verified latitude and longitude coordinates, were collected for each LULC class using a 

Garmin eTrex 30 GPS device, ensuring geospatial precision with a positional accuracy of ±4 

meters. The selection and placement of GCPs were based on the spatial distribution of the 

identified land use categories within the study area. Four distinct LULC classes were identified 

in this study: Water Bodies, Vegetation, Uncultivated Land, and Residential Areas. A 

comprehensive field survey was conducted to analyze ecological features and land use 

distribution patterns. The number of sampling points assigned to each class was determined 

based on their spatial extent within the study region. To enhance classification accuracy, the 

strategic placement of sampling points was carefully aligned with the identified land use 

patterns. By integrating high-resolution satellite imagery with ground truth validation, this 

study ensured precise geospatial referencing and reliable LULC classification. 

3.3 Pre-Processing 

The Indian Remote Sensing (IRS) LISS-III multispectral images consist of four spectral bands, 

which are combined to generate False Colour Composite (FCC) images for enhanced visual 

analysis. These FCC images are created by merging multiband .TIFF files, typically using Band 

4 (Red), Band 3 (Green), and Band 2 (Blue) to improve feature distinction. To develop a robust 

dataset for model training, ground truth masks are generated following the FCC image creation. 

These masks are produced using the maximum likelihood (ML) algorithm, applied to specific 

regions of interest (ROI) for accurate classification of land cover types. Figure 2 showcases an 
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FCC image, demonstrating how the combination of spectral bands enhances visualization, 

while Figure II displays the corresponding ground truth mask, which is used as labeled data for 

supervised learning. The dataset utilized in this study includes FCC images from multiple 

seasons, paired with accurately labeled ground truth masks to ensure diversity and reliability 

in classification. To maintain uniformity, both FCC images and their corresponding masks 

were resized to 1024 × 1024 pixels, ensuring consistency across all training samples for 

effective segmentation and classification. 

  

           (B)                                 (G)              (R)                               (I) 

False color composite (FCC) Image 

Figure 2. Creation of FCC 

The pre-processing steps for land cover classification involve several key stages to ensure 

optimal data preparation. First, False-Color Composite (FCC) images are created by stacking 

multiband TIFF images, specifically combining Band 4 (Red), Band 3 (Green), and Band 2 

(Blue) to enhance visual interpretation. Figure 1 illustrates the resulting FCC image. Next, 

ground truth masks are generated to serve as labeled data for model training. These masks are 

produced using the maximum likelihood (ML) algorithm, applied to small regions of interest 

(ROI) that correspond to each land cover class. To maintain consistency, both the FCC images 

and their ground truth masks are resized to 1024 × 1024 pixels. Further, these resized images 

and masks are divided into smaller patches of 256 × 256 pixels and 128 × 128 pixels, with 

strides of 128 and 64 pixels, respectively, to enhance model training efficiency. Finally, the 

processed images and masks are split into two subsets—one designated for training and the 

other for validation. Figure 2 displays the FCC image, while Figure 3 presents the 

corresponding ground truth masks, illustrating the structured dataset used for deep learning-

based land cover classification.  
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3.4 Creation of Mask                                                  
 

The Maximum Likelihood (ML) classifier was applied to the LISS-III multispectral image data 

to categorize each pixel into its respective land cover class based on statistical probability. In 

this method, a pixel is assigned to a class by evaluating the likelihood that it belongs to a 

particular category, considering the class's statistical characteristics. The mean vector and 

covariance metrics, derived from the training data, play a crucial role in improving 

classification accuracy. To support the model training process, ground truth masks were 

generated using the ML algorithm, which was applied to regions of interest (ROI) for each land 

cover class. These masks, created after the generation of False-Color Composite (FCC) images, 

provided labeled training data essential for accurate classification. Figure 3 illustrates the 

fundamental concepts of the maximum likelihood classification process, highlighting how 

probabilistic analysis enhances land cover mapping. 

  

Following is a Discriminant Functions Calculated for Each Pixel: 

 

𝒈𝒊(𝒙) − 𝐥𝐧𝒑(𝝎𝒊) − 𝟏/𝟐𝐥𝐧|𝚺𝒊| − 𝟏/𝟐(𝒙 −𝒎𝒊)
𝒕𝚺𝒊

−𝟏(𝒙 −𝒎𝒊)                            (1) 

 

 Where i is class, x is n-dimensional data in which n represents the total number of 

bands. p(ωi) represents the chance that class ωi occurs in the image, |Σi|  is the determinant of 

the covariance matrix, Σi-1  is an inverse matrix the mean vector represents by mi. 

 

Figure 3 : Basic concept of ML 

After creating FCCs for each image, ground truth masks were created that will be used to train 

a model. These masks are created using the maximum likelihood algorithm on a small region 

of interest for each class. Figure 4 shows the ground truth masks. 
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Figure 4: Ground Truth Mask 

The FCC images and their corresponding masks are resized to 1024 x 1024 pixels and then divided into 

patches of 256 x 256 pixels with a stride of 128 pixels.  

3.5 Methodology 

This study evaluated the performance of two advanced segmentation models, DeepLabv3+ and 

Tiramisu, for land use and land cover (LULC) classification using IRS LISS-III multispectral 

satellite images. Semantic segmentation was employed to assign class labels at the pixel level, 

categorizing the landscape into four distinct classes: Water Bodies, Vegetation, Uncultivated 

Land, and Residential Areas. DeepLabv3+, developed by Google and open-sourced in 2016, 

enhances its predecessor, DeepLabv3, by incorporating a decoder module that improves 

segmentation accuracy, particularly along object boundaries. The model operates in two 

primary stages: encoding and decoding. In the encoding phase, essential image features are 

extracted using a convolutional neural network (CNN), where Aligned Xception replaces 

ResNet-101, eliminating max-pooling operations in favor of depth-wise separable convolutions 

to enhance computational efficiency. In the decoding phase, extracted features are upsampled 

through a structured approach that first applies a 4× upsampling, concatenates low-level 

encoder features, processes them with 1×1 convolutions to reduce channel dimensions, and 

then refines them through 3×3 convolutions before a final 4× upsampling restores the image to 

its original resolution. This structured upsampling strategy significantly improves 

segmentation precision, particularly along object edges, enabling more detailed and accurate 

classification. The DeepLabv3+ model architecture, illustrated in Figure 5, highlights its 

encoder-decoder structure, demonstrating its effectiveness in refining LULC classification 

results. 
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Figure 5: Deeplabv3+ model. [ref: https://arxiv.org/ab s/1802.02611] 

The Tiramisu framework is an advanced deep learning compiler designed to optimize both 

dense and sparse neural networks while supporting data-parallel algorithms. It performs a wide 

range of loop transformations and memory optimizations, enhancing computational efficiency. 

Unlike conventional compilers, Tiramisu is the only open-source deep learning compiler that 

effectively optimizes sparse neural networks and facilitates distributed computing 

architectures. It employs dependence analysis to ensure the correctness of complex loop 

modifications, making it highly effective for high-performance computations. The framework 

has demonstrated strong capabilities in deep learning tasks, including convolutional operations, 

activation functions (ReLU), pooling mechanisms, and matrix computations. Built on an 

enhanced U-Net architecture, the Tiramisu model is considerably larger and requires longer 

training times compared to other models. However, its powerful optimization techniques 

enable it to excel in semantic segmentation tasks, making it a valuable tool for land use and 

land cover classification. Figure 6 illustrates the Tiramisu model architecture. 

 

 xl = Hl (xl – 1)        (4) 

 

in standard convolution, xl is computed by applying a non-linear transformation Hl to the 

output of the previous layer xl-1. 

 

 xl = Hl (xl – 1) + xl – 1       (5)  

ResNet introduces a residual block that sums the identity mapping of the input to the output of 

a layer 

. 

 xl = Hl ([ xl -1, xl -2, ………., X0])      (6) 
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DenseNet input concatenates all previous feature outputs in a feed forward fashion for 

convolution. 

 
Figure 6: Tiramisu Architecture [Ref https://towardsdatascience.com/review-fc-densenet-one-hundred-layer-tiramisu-

semantic-segmentation-22ee3be434d5] 

3.6 Algorithm Steps 

The image segmentation and classification process consists of several key stages. In the pre-

processing phase, input images are adjusted by aligning them with spatial reference points and 

applying masks to isolate relevant regions, utilizing Bands 2–4 of IRS LISS-III imagery. Next, 

in the class selection stage, land cover categories such as Water Bodies, Vegetation, 

Uncultivated Land, and Residential Areas are defined, with the ENVI ROI Tool used to 

delineate these classes within the study area. The model building and training phase involves 

designing a deep learning model, configuring hyperparameters such as learning rates and 

epochs, and training the model using pre-processed images with assigned land cover classes. 

Once trained, the model is saved for future applications. In the model application phase, the 

trained model is deployed to classify pixels in target images, generating a segmented output 

that visually represents different land cover types. Finally, in the outcome verification stage, 

the classification results are validated to ensure accuracy in representing the spatial distribution 

of land cover classes. This structured workflow integrates data preparation, model training, 

classification, and verification, ensuring a systematic approach to land use and land cover 

analysis. 

3.7 Training Configuration 

During the data preprocessing stage, input images were normalized by restricting pixel values 

to the range [0.0, 255.0], ensuring uniformity across all samples. To accurately encode land 

cover classes, a one-hot encoding method was applied to the segmentation masks. To further 

enhance model generalization and improve dataset variability, data augmentation techniques 

such as rotations, flips, and translations were applied to both images and masks. These 



 

471 
 

VNSGU Journal of Research and Innovation (Peer Reviewed) 

 ISSN:2583-584X                                                                                                                              

 Volume No. 4 Issue No.:2 April to June 2025 
471 

transformations introduced realistic variations, reducing the risk of overfitting and enabling the 

model to learn robust feature representations. A custom data pipeline was designed to 

preprocess and seamlessly feed augmented images and masks into the model in a structured 

format suitable for training. This ensured that augmentation and encoding steps were 

consistently applied throughout the process. Additionally, Table 1 outlines the hyperparameters 

and training configurations, including learning rates, batch sizes, and network parameters, 

providing essential insights for reproducibility and further optimization of the model’s 

performance. 

Table 1. Training configuration 

                      

4. Result and discussion  
 

The experimental setup for this study involves multiple key components. Windows 11 served 

as the operating system for data processing and model training. ENVI 4.7 software was utilized 

for preprocessing tasks such as image masking and extracting training samples essential for 

model training. The classification model was implemented using Python and OpenCV, 

leveraging the DeepLabv3+ architecture with the Adam optimizer for land cover classification. 

Despite its advanced capabilities, the model attained a relatively low accuracy of 31% on the 

dataset. To analyze model performance, Figures 7, 9, and 11 present the training logs, 

illustrating key performance metrics during the training process. Furthermore, Figures 8, 10, 

and 12 showcase the classification results, providing a detailed quantitative assessment of each 

identified land cover category along with its spatial distribution. This experimental framework 

offers valuable insights into model effectiveness and highlights potential areas for refinement 

in future studies. 
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Figure 7: training log for Deeplabv3+ on dataset -1 

 
Figure 8: Result predicted by the model on dataset -1 

 

Figure 9: training log for Deeplabv3+ on dataset -2 

 
Figure 10: Result predicted by the model on dataset -2 
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Figure 11: training log for Deeplabv3+ on dataset -3 

 
Figure 12: Result predicted by the model on dataset -3 

Figures 13 and 15 present the results of land use and land cover (LULC) classification 

performed by the Tiramisu model on Dataset 1. The model was trained using the Adam 

optimizer and achieved an accuracy of 51%. The predicted classification output is illustrated 

in Figures 14, 16, and 17, where each pixel in the image is assigned to a specific land cover 

class as identified by the model. Additionally, class-wise quantification outlines the 

distribution and proportion of each identified land cover category within the resulting image, 

offering insights into the relative coverage of different land use types across the study area.This 

output highlights the model’s capability to accurately classify various land cover types while 

also revealing areas for potential improvement in accuracy. Figure 10(b) provides further visual 

representation of the classification results. These findings demonstrate the Tiramisu model’s 

effectiveness in processing remote sensing imagery and generating detailed LULC maps, 

though refinements may further enhance its performance. 
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Figure 13: training log for Tiramisu 

 
Figure 14: Result predicted by the model 

 

Figure 15: training log for Tiramisu 

 
Figure 16: Result predicted by the model 
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Figure 16: Result predicted by the model 

Table 2 presents the accuracy comparison of various classification models evaluated in this 

study. The results clearly indicate that the Tiramisu model outperforms DeepLabv3+ in terms 

of classification accuracy. While DeepLabv3+ achieved a relatively low accuracy of 31% on 

dataset-1, 26% on dataset-2 and 25% on dataset -3 , Tiramisu attained a moderate accuracy of 

51% on dataset-1,37% on dataset-2 and 33% on dataset -3, demonstrating its superior 

performance in identifying land use and land cover (LULC) types. This comparison 

underscores Tiramisu’s effectiveness for LULC classification, though both models exhibit 

scope for further improvement. The findings suggest that Tiramisu is a more suitable choice 

for this classification task, offering better precision and reliability than DeepLabv3+ in this 

specific application. 

Table 2 :  Model Accuracy  

Deeplabv3+ Adam 50 Dataset - 1 31 

Deeplabv3+ Adam 50 Dataset – 2 26 

Deeplabv3+ Adam 50 Dataset - 3 25 

Tiramisu Adam 50 Dataset - 1 51 

Tiramisu Adam 50 Dataset – 2 37 

Tiramisu Adam 50 Dataset - 3 33 

5. Conclusion 
The application of intelligent systems, particularly deep learning, has proven to be highly 

effective for Land Use Land Cover (LULC) classification, offering notable advantages over 

traditional approaches. These advanced systems provide a cost-efficient and time-saving 

alternative compared to conventional visual interpretation or standard machine learning 

techniques. This study, conducted in the South Gujarat region of India, analyzed data collected 

across multiple seasons (October, January, and May) to assess the performance of deep learning 

models in LULC classification. The research utilized the Deeplabv3+ and Tiramisu deep 

learning architectures, both of which were trained and tested on LISS-III multispectral satellite 
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imagery. The study successfully classified four primary LULC categories: water bodies, barren 

land, residential zones, and vegetative regions. Among the models evaluated, Tiramisu 

demonstrated superior accuracy, achieving 51% on dataset-1, 37% on dataset-2, and 33% on 

dataset-3, whereas Deeplabv3+ attained 31% accuracy on dataset-1, 26% on dataset-2, and 

25% on dataset-3. These findings emphasize the effectiveness of deep learning in automating 

LULC classification and highlight the Tiramisu model’s superior performance for this 

application. This paper underscores the increasing importance of deep learning in remote 

sensing, offering a reliable and efficient approach for land cover analysis. By leveraging LISS-

III multispectral imagery, the models effectively processed and categorized land use data, 

providing valuable insights for environmental monitoring and sustainable land management. 
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